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Sensitivity analysis plays an important role in searching for 
constitutive parameters (e.g. permeability) sub-surface flow 
simulations. It requires to solve a dynamic constrained optimization 
problem. Traditional forward sensitivity analysis is not favorable as 
the computational cost increases linearly with the product of 
numbers of parameters and cost functions. Discrete adjoint 
sensitivity analysis(SA) is gaining popularity due to its 
computational efficiency. This algorithm is constructed by 
alternating forward and backward (adjoint) simulation and the 
computational cost is independent of number of parameters. This 
property makes it highly powerful when the parameters space is 
large. 

We develop a time-dependent sub-surface flow simulation tool 
which is capable of running both forward/adjoint simulations as 
well as non-linear optimization based on Portable, Extensible 
toolkit for Scientific Computation (PETSc). We also present a 
detailed performance of parallelization on distributed/shared 
memory computing architectures. 
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Example : backward Euler integrator

1. Implemented a sub-surface flow solver based 
on discrete adjoint sensitivity analysis

2.  Realization of multi-level parallelization by MPI 
and OpenMP. 

3. Excellent scaling performance were observed. 
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Thread level parallelism
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• Strong Scaling Performance (MPI+OpenMP)

  Intel Broadwell Node (18 
cores/socket, 2 sockets/node)

  

 Fully utilize the node (e.g. 4 
ranks/node + 9 threads/rank)

  

 Scales well up to 1,152 cores!
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